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MULTIPLIERS OF UNIFORM CONVERGENCE

by Ronald DeVore

1. Introduction. If A and B are two classes of 27i-periodic integrable
functions we say that (Xk) is a multiplier sequence from A into B and we

write (Xk) e (A, B) if whenever

00

£ (a„ cos nx + bn sin nx)
o

is the Fourier series of a function in A
CO

^ Xn(an cos nx + bn sin nx)
o

is the Fourier series of a function in B. Let C denote the class of 27i-pe-

riodic continuous functions and CF the subclass of those functions in C
whose Fourier series converges uniformly. Karamata [1] has shown that
(Xh) e (C, CF) if and only if

27t

(1.1) J I 4,(0 I df 0(1) (n-> oo)
0

where
n

A (0 z Kcoskt.
0

This theorem contains as a special case an earlier result of Tomic [2] who
showed that if (Xk) is monotone decreasing and convex (i.e. A2 Xk

00

Xk — 22/c_1+2fc_2^0) or more generally quasi-convex (i.e. £ (k+1) |A2 Xk\
o

< co then (Xk) e (C, CF) if and only if Xn 1ogn O (1) (n-* oo).

It is interesting to see to what extent condition (1.1) can be relaxed if
we restrict our attention to a sub-class of C determined by some structural
property. For example, let co be a modulus of continuity and Cœ the
subclass of C consisting of those functions whose modulus of continuity co (/, h)
satisfies

co (/, h) O (co (ft)) (ft -» 0).



— 176 —

Then Tomic [3] has shown that for a quasi-convex sequence (Ak) to be

in ((/>, CF) it is sufficient that

(1.2) CO An\ogn o (1) (n-+ co)

Also Bojanic [4] has shown that sufficient conditions for (Ak) to be in
CF) are

(1.3)

and

(1.4) co

E A(t)
0

dt O (n) (n -> oo)

I An (t) I dt — o (1) (n -» oo).

Of course, condition (1.3) is equivalent to (Ak) being a Fourier Stieljes

sequence which in particular characterizes the class of multipliers (C, C).
No necessary conditions have been given for (Afc) to be in (Cœ, CF) and

sufficient conditions have been restricted to quasi-convex and Fourier-
Stieljes sequences. In order to obtain necessary and sufficient conditions
for (Ak) to be in (Ca9 CF), it is natural to attempt to make Q, a Banach space
in which trigonometric polynomials are dense and then invoke the Banach-

Steinhaus theorem as Karamata did in characterizing (C, CF). The most
natural norm is to define forfe Cœ

ll/llc max 11/11 00, Sup
h> 0

CO (/, h)

co (h)

where ||/||oo is usual supremum norm.
The normed space (Cw, ||*||o>) is a Banach space. However, trigonometric

polynomials are not dense in (Cœ, ||*|[û>)* F°r if co(h) ^ O (h) (/z—>0), then

whenever (Tn) is a sequence of trigonometric polynomials which converge
in IJ «Ha, to/,/satisfies

œ(f,h) o(co(h)) (h->0).

In the case that co (h) O (A) (A->0), then a sequence of trigonometric
polynomials (Tn) converge in (l*!^ if and only both Tn an Tn converge

uniformly and therefore/ is the limit of the sequence (Tn) only if/ is contin-
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uously differentiable. Accordingly, when œ (h) A O (h) (/z->0), we define cœ

as the class of those functions in Cœ for which

co (/, h) o(co(h)) (ft-*0)

and when co (h) O (h) (A->0) we define as the class of all continuously
differentiable functions. cœ is then a closed subspace of C^ and it is easy

to see that if/e the Fejer sums off
2n

<*»(/) J /(0

with

f,(0
>

271 (n +1) \ sin 11 J2

converges in to /. Thus, is precisely the closure of the class of
trigonometric polynomials in H'W^. It therefore appears some what more
natural to consider the class cœ rather than the class Cœ in terms of problems
involving multiplier sequences. For we then have

Proposition 1. The sequence (lk) e (cœ, CF) if and only if
2n

IIMJIU= SM pIII f(t)An(t-x)d(n-> co).
fee CO 0

!(/tlco^l

This is an immediate application of the Banach-Steinhaus theorem [5, p. 60]
and the fact that the operators

2 71

Ln(f)(x)I
0

converge in for each trigonometric polynomial
We shall find it convenient to use the following proposition which

follows immediately from the fact that any function/in Ca with 11 /" j 110 / 1

is the uniform limit of sequence of functions from the unit ball of (ca,
IlilJ (e.g. <r„(f) provides such a sequence of functions).

Proposition 2. If A (t) isan integrable function then

2lt

lil^llL- sup III IU
f tC (ß 0

11/II ro — 1
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In section 2, we shall consider quasi-convex sequences and show that
in this case (Xk) e (cœ, CF) if and only if

K œ f I l°g n 0(1) (n-+co).W
In section 3, we shall give a necessary condition that (Xk) be in (cœ, CF)

with no restrictions on (Afc). We shall show that (Àk) e (cœ, CF) only if
2k

co j* I An (t) I dt O (1) (n-> oo).

o

It is easy to see that this condition is in general not sufficient. For example,

if co (h) h, then simple integration by parts (see theorem 4.2) shows that

III 4, IIL J I J An(x)dx\dt + 0(1) (n-*oo)
0 0

thus, if we let

(n n 2k

[o,n ^ 2k k 0, 1,2,

then
2k 2k [log 2"]

J I An (t) I dt j I Yj 2k cos 2k 11 dt O (;n) (n -> co)

Whereas,
2k t 2k [log 2«]

j" I J An (x) dx I dt J I Y sin 2fc 11 dt

oo oo
and it follows from a theorem of Helson [6] that

2 71 t

j I J An (x) dx I dt O (1) (n -» oo)
o o

In section 4, we shall examine sufficient conditions for (Xk) to be in
(ca, CF). First we shall obtain the result analogous to that of Bojanic. In
particular, using the necessary condition given in Section 3, we shall prove
that if (Xk) is a Stieltjes sequence then (Xk) e (c^ CF) if and only if

2k

«ß)f I 4,(0 I * 0(1) (N^co)
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Finally, we shall give a sufficient condition for (Xk) to be in (cœ, CF) with

no restrictions on (Afc). We shall show that (Ak) e (cœ, CF) if
2%

(1.5) coQO J I An(t) I dt 0(1)
o

where
2% t

J I J A00dx I dt
o o

Ä. 2ÏÏ •

J I A„ (t) I dt
0

This condition is also necessary in the case that co (h) O (A) (A-> 0). However,

it is generally not necessary. For example, if F(x) is the classical

x
Lebesgue function (see [7, p. 195]), then F (x) is continuous, of

2n

bounded variation, and its Fourier coefficients are not ^ (ra->oo). Thus,

if (Afc) is the sequence of Fourier-Stieljes coefficients of d\F(t) we
V 2nJ

have using the theorem of Dirichlet-Jordan [7, p. 57] that

27t 27t

lim f I sin kt \ dt f | F
J 0 ^ J

(0 - ~~ \dt > 0
2n

while by the result of Helson [6]

Also,

2tt n

j I Y, K cos kt \ dt A 0(1) (n-> oo)

2 tt n

j I £ cos kt I c/f O (log n) (n oo)

since it is a Fourier-Stieljes series. So that, if we choose co to satisfy the
conditions

271

co J I Yj K cos kt\dt O (1) (n oo)

o
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and
2tc n

60 00 J I Yj cos kt\dt ¥= O (1) (n -> oo)
o o

with
2it 2n ^

J I Yj — sin kt I dt
o o k

Un — 2tt n

J Y, K cos kt I dt
0 0

we see that (1.5) is in general not necessary.
Although, we give necessary and sufficient conditions for (Ak) to be in

(ca9 CF) in the case that (Ak) is quasi-convex or a Stieljes sequence in general

no conditions that are both necessary and sufficient are known.

2. Quasi-convex sequences. We consider first the simplest case of
quasi convex sequences. If we apply Abel summation twice we find

n

4,(0 I (fc +rM2!^) + + 4.A.C0
0

where Dn is the Dirichlet kernel

2n sin \1
2%

From the quasi-convexity and the fact that J \Fn(t)\dt==l9 we have
o

n 2it

\\\Z(k + l)A2 j l^ik + DA2 X0(1) (n-oo)
0 0

for any modulus of continuity co. Thus

(2.1) IIMJIL 0(l) + \\\nA^xFH + ^DH\\\9 (n-oo)

It follows from standard estimates that there exist positive constants

Cl9 C2 such that

(2.2) Ct co 0 log n g HI DJIL g C2 co Q log n

This result is contained in theorems (3.1) and (4.1) so we shall not supply

an independent proof.
The main result of this section is
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Theorem 2.1. If (Ak) is a quasi-convex sequence then (Ak) e (cœ, CF) if
and only if

(2.1) 2„co^-^logrc 0(1) (n -» oo).

Proof : We first consider the case when (2„) is a bounded sequence. Then

by a result of Tomic [3]

nAXn-1 =o(l).
Thus from (2.1) we have

in Ahl ^(1) + iiiADjiL
and the theorem follows immediately from the inequalities (2.2).

We shall now show that the case (Ak) unbounded does not arise. Tomic [3]
has shown that if (Ak) is quasi convex and unbounded
then

(2.3) Xn An + B + o (1) (n-»oo)

and

(2.4) nAjlM_x — An+o(-\. (n-+ oo)
\nj

thus if

K œ log n O (1) (n -> oo)

we must have

K
— log n O(l) (n -> oo)
n

and therefor (An) cannot satisfy (2.3) and the conditions (2.1) and (Ak)
unbounded are not compatible. Secondly, if (Ak) is unbounded then by
virtue of (2.1)

III AHL 0(1) + \\\nA ViF. + AA.IIL
and thus by (2.2) (2.3), and (2.4) we must have

(2-5) III A IILè^w - A C2 n co log n
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For co (h) /z, (2.5) fails and thus (Xk) $ (c0J, CF) for any co. Thus, (Xk)

unbounded and (Xk) e (c^, CF) are also incompatible.

3. A necessary condition for (Àk) to be in (cm CF). In this section, we
shall give a necessary condition for (Àk) to be in (cœ9 CF). Our main result
is the following theorem.

Theorem 3.1. There exists an absolute constant C> 0 such that for any
trigonometric polynomial T of degree n we have

27t

limiU^CcoQ J \T\dt n 1,2,...
0

An immediate corollary of this theorem and Proposition 1 is

Corollary 3.1 .A necessary conditionfor the sequence (lk) to be in (c^, CF) is that

2k

co J" I An I dt O (1), (n -» oo)

o

We shall need some preliminary results concerning representations of
2kn

trigonometric polynomials. Let xk k 0,1, 2,..., 3ä— 1. Then if T
3 n

is a trigonometric polynomial of degree n, we have (see [8, p. 33])

2 3 n- 1

(3.1) T(x) — X T(xk)K„(x-xk)
3 nowhere

1 sin (f t) sin (jf)
TT 2n (sin ~)

(3-2)

2tc ^
' 3n— 1

(3.3) J |T(x)|dxg- X |TW|.
o n 0

Also [8, p. 33]

Now to the proof of theorem (3.1). Let 0<<5<|. We wish to estimate

71 <5

3n
1 K„(t)
— KÖ

3 n
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I I
71^

from below. We have for \t\< —II ~ 3 n

So that,

(3.4)

K„(t) ^
2n

~3n'
71

ölt
3n

F
— ltd

3 n

6n 2nd 4
(t) dt ^ —-• * —— — <5.

71-3 3 n 7i2

V +2^Xfc + 3«

Secondly, for & ^ 0 we estimate J from above. For

X*~^
I I

27r<5

t —xk ^ we have
' 3tz

Ô71

sin-

*„(0 ^ <
Ô71 1 9<5 n

K^=4"(^-öY~MMr
Thus

(3.5)

**+-£

I ^(01A ^
4 (57t 9(5 n 3 <52

2nd

3 n 8tt (/c — *)2 2 (fc — |)2

Let (x) be the 271-periodic continuous function which has the value

one on the interval
V—7CÖ 7zS

L 3« '3n
has the value zero on [

2nÔ

3 n

-n, n] -
27r<5

3 n

and is linear on the intervals
— 7id —Tib

3 n
' 3 n

The function
][£ 27I<5~|

2n J

(0tz\—J£ Sgn (T gs (x -
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is in C„ and \\gä\\0>^l. Also,
2 71

vr fsk3n

9ö (x) Kn(x-xk)dx ^ col —H T(xt) I J I X„(x -xk) | dx
J \3nJ nô7CÖ

Xk~

V I-2**
^Ö7l\ 3«-l j 3«

~ 00 T~ I I S 1 I ^»(* -**) I dx
K3n

which by virtue of (3.4) and (3.5) is

J= 0 2 Ttô

j=£fc •*/ 3„

M _ / 4 3 _ ^ 1^ k: IWI -25 S
3nj \n2 2 j==0 —

j±k

Zœfë) \T(xk)\l^ôZ
v3n/ V^2 2

7 0 (./ §)'

Thus if we choose <5o>0 such that

4 3 00 1 \

We have, using the elementary properties of a modulus of continuity
that

2ic

T (Xk) j göo (x) Kn (x-xk) dx ^ Ceo Q | T{xk) 0,1, 2,3n - 1

0

where C is an absolute positive constant. Finally,
27t 27t
/» 2 3 n— 1 p

9ô0(*)T(x) dx= — Z T(xk) I
9s0 00 K„ (x - xk) dx ^

o o

/ 1 \ 2 3,1-1

6cn^)^.?oiTWi
which by virtue of (3.3.) is

27t

~3C<Ü® f |TW|dx-
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Thus, using Proposition 2,

r.llL ^

2n In

9ö„ix) T(x)dx ^ jCeof~JJ I T(x) | dx

0

and the theorem is proved.

4. Sufficient conditions for (Xk) to be in (c^, CF). We first establish the
result analogous to that of Bojanic (1.3) and (1.4). The proof is essentially
that of Harsiladze [9].

Theorem 4. 1. If (Àk) is a Stieljes sequence and if

I An (x) I dx — O (1) (n oo

2n

L
CO

then (4) 6 (ca9 CF).

Proof: Let Vn (/) be the de la Vallée Poussin sums of/
2n

VJf) J f(t)
(2F2n(t-x)-F

It is well known [10, p. 92] that

(4.1) ll/~ W)ILwhere C is a constant independent of/ and n. Also if T is a trigonometric
polynomial of degree n then

VAT) T.

Thus if/e Cm,||/||ra<l

I fit)An (t-x)dtj (/(0 - F„ (/) (0) An ~x)dt +
0 0

2;t

+ J Vn(f)(t)An
0

We have

27t 27t

J II {2F2n (t) -Fn(0)An it-x) dt\dx=0(1)-» oo).
0 0

L'Enseignement mathém., t. XIV, fasc. 2. 13
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Since (Xk) is a Stieltjes sequence. Thus

2n 2it

II J f(i)An{t-x)dt\\x̂||J (f(t) - Vn(f)(tXAn(t~x)dt\\00 +
0 0

27t 27t

+ ll/IL J I J (2F2n(t) ^
0 0

27t

^ II J (/(0 - K,(/) (0)4. II» +0(1) (n-oo)
0

which by virtue of (4.1) is

< Ceo I An (t) I dt + O (1) (n -> oo)

As a corollary of theorem 4.1 and theorem 3.1, we have

Corollary 4.1. A Stieljes Sequence (lk) is in (c^, CF) if and only if

col-
Kn

I An (f) I dt O (1) (n -> oo).

We shall now give a sufficient condition for (Àk) to be in (cœ, CF) which
requires no special restriction on (Ik).

Theorem 4.2. A sufficient condition for (Àk) to be in (c^, CF) is that

(4.2)

where

<»0Ü f I An(t)\dt =0(1) (n-> co)

27t X

J I J A„ (tI

Fn
0 0

J I An(t)I

- n 0, 1, 2,...

If co (h) h t/zew (4.2) is also necessary.

Proof: We consider first the case when co (,h) h.

If feCawith ||/||ra^l then

!/' (*) I



2«
2,1
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So that

I f(t)An{t-x)dt\ I J /'(0 (*"*)<& I g J \An(t)\dt
O 0 O

t

with A„ (t) J An(u) du.
o

Thus,
2k

IIMJIL^I \Zn(t)\dt,
0

the function g (x) j1-sgn j An (t) dt is in Cœ and ||gj|<0^ 1- Also
o

2 it 2k 2tc

J g(t)An(t)dt \g{ln)An{2n) - J U„(0 I *o-
0 O 0

Thus,

2n lK _j I(01 dt - A0 g III AIIL ^ 1 I (01 1,2,...
0 o

This shows that (4.2) is necessary and sufficient for (Xk) to be in (cœ, CF)

if co (h) h.

Finally in the general case, the inequality

2k 2K

II J f(t)An(t-x)dtILgûtOOjI I

0 0

is a simple modification of Lemma 1 of [11] and we will not give its proof.
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